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ADVERSARIAL EXAMPLES AND PERTURBATION

• Adversarial example:

• Human-imperceptible perturbation for a given image to mislead a model.
• Most effective defenses based on adversarial training align original and adversarial representations.

• Problems:

• Defenses are partially aligning moments of distributions.
• Current evaluation use a fixed perturbation size 𝜖 that can differ between papers.
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SINKHORN ADVERSARIAL TRAINING (SAT)

• Sinkhorn Adversarial Training (SAT):

• Our defense is based on recent theory of Optimal Transport [5] to consider the whole distributions and 
reflect geometric properties.
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EXPERIMENTAL RESULTS I

• A fixed perturbation size does not fully compare robustness.

• Our SAT is globally more robust than other SOTA defenses.
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AREA UNDER ACCURACY CURVE

• Area Under Accuracy Curve (AUAC):

• A new metric for robustness:

𝐴𝑐𝑐 𝑓, 𝜖, 𝐃𝑡𝑠 is the accuracy of 𝑓 on the test set 𝐃𝐭𝐬 with perturbations of size up to 𝜖.

• AUAC quantifies more completely robustness to adversarial attacks.

• Takes into account a wide range of perturbation sizes.
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EXPERIMENTAL RESULTS II

• Our SAT is the most robust adversarial defense.

• Evaluation also depends on the attack considered (see our paper for more examples).
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• We propose Sinkhorn Adversarial Training (SAT), a defense that fully aligns distributions of original

and adversarial representations by using Optimal Transport.

• We propose the Area Under Accuracy Curve (AUAC), a metric of robustness for a fair and 

exhaustive evaluation of defenses.

• Our proposed defense is globally more robust than previous methods. 
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